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Alzheimer’s disease (AD) is a brain network disease (connectopathy) with complex etiology and multiple 
pathogeneses. 
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Increasingly more fields have to deal with geometric non-Euclidean structured data such as graphs.

How do we take advantage of the 
relational structure for better 

prediction? 



Prior studies primarily focused on handcrafted, domain-specific (ad-hoc) graph topological 
properties of brain networks constructed by MEG (node degree, node centrality, clustering 
coefficient,…).

Node degree = 5

E. Bullmore and O. Sporns, Nature Reviews Neuroscience, 2009



Inductive and automatic network representation learning from raw MEG functional imaging data remains an open 
problem.

Recently, emerging graph embedding techniques (e.g., deepWalk, node2vec, Graph2Gauss, etc.) enabled automatic 
learning of hierarchical, heterogeneous and latent network representations from original complex and high-dimensional 
graphs in irregular domains.
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Natural Language Processing: For a computer to perform any "reasoning“ with words, they need to be represented 
numerically as vectors of numbers termed "embeddings".

Intuitively, if words are similar in some respect, this can be reflected by 
certain values in their embeddings being similar.

In recent years, astonishingly successful algorithms have been developed, that learn word embeddings by extracting 
information from huge text sources such as Wikipedia. State of the art technology: chatGPT.
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But… unfortunately there are machine learning biases 
(gender, racial biases, etc)
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Neighbors of man and woman (K-nearest embedding)

https://towardsdatascience.com/gender-bias-word-embeddings-76d9806a0e17
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A. MEG data and preprocessing
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E. Probabilistic embeddings

covariance (Σ)=

Multivariate Gaussian distributions

F. AD progression prediction and 
quantification of regional effects

Discrimination of groups with 
supervised learning

Detection of regional effects 
with W2 distance metric

D. MEG brain network
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Participants: 
• 76 mild cognitive 

impairment (MCI) 
patients (48 stable 
and 28 progressive) 

• 53 age-matched 
clinically normal 
subjects (all from the 
Madrid cohort
database).

MEG data: 
• 5 minutes of eyes-

closed resting-state data 
in a 306-channel MEG 
system.

Xu et al., 2021



Regions largely include temporal and 
frontal regions in the cortex, consistent 
with previous studies using different 
neuroimaging data.

Brain regions with significant MEG 
network alterations

Discriminate: Normal controls (NC), 
Stable mild cognitively impairment (sMCI)
Progressive mild cognitively impairment (pMCI)

Supervised classification

79% NC/sMCI
78% sMCI/ pMCI
82% NC/pMCI
61% NC/sMCI/pMCI Xu et al., 2021



Brain networks are scale-free graphs ⇒ tree-like 
structure. The graph volume grows exponentially
as a function of radius

Graph volume: number of nodes within some radius to a center node
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Embedding of a tree in Euclidean 
space:

Polynomial
expansion: Space 
increases by x2 

Embedding of treePoincaré model

Exponential
expansion: 
Space 
increases by 
ex

Embedding of tree in Hyperbolic 
(Poincaré) space:
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Modified from: Chami, I., Ying, R., Re, C., and Leskovec, J. (2019). Hyperbolic Graph Convolutional Neural Networks. NeurIPS 2019
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State-of-the-art in embedding networks in hyperbolic spaces 
(negative curvature spaces)

1. Yields the least distortion for scale-free data as in the case of 
brain networks

2. Due to the low distortion, brain networks can be mapped in 
low-dimensional spaces (even 2D spaces; MG2G encoder 
required 16-dimensions), which facilitates the downstream 
task of classification of AD staging

3. Important! Provides additional information on the hierarchy
of brain networks



Participants: 
• 25 subjective cognitive decline (SCD) patients
• 19 age-matched clinically normal subjects (all 

from the Madrid cohort database).

Mean Average Precision (in link prediction task)

We chose to use the HGCN with 3 dimensions and learned C, 
in order to maximize embedding quality while minimizing 
dimensionality.



Hierarchy alterations:
 Participants with SCD had reduced distance from origin (increase in hierarchical centrality) in brain 

subnetworks: Dorsal Attention Network (DAN), Ventral Attention Network (VAN), Sensorimotor 
Network (SMN)

High hierarchy

Low hierarchy

Relationship of hierarchy alterations to cognition:
 DAN, VAN, SMN: Higher hierarchy correlated to higher scores on geriatric depression 

scale
 SMN: greater impairment in completing daily functional activities
 DAN: higher subjective rating of memory failures

Radius of the node embeddings: A unique 
metric which effectively proxies the
hierarchical organization of the brain. 



Features from hyperbolic embeddings:
• Radius from Origin - The average distance from origin for 

each ROI. The smaller the radius, the more central the RSN is 
to the network

• Within Cluster Cohesion - Average pairwise distance 
between each node within the same sub-network. Smaller 
distance signifies a tightly packed network.

• Between Cluster Distance - Average pairwise distance 
between each node in different sub-networks. Smaller distance 
signifies a tightly linked networks.

Within-cluster cohesion

Between-cluster distance

Hyperbolic features capture partially unique 
features and improve classification scores over the 
original PLV features.



Recruit 200 patients with amnesic mild cognitive impairment (aMCI) from the Neurocognitive Disorders Center of the McGovern 
Medical School of UTHealth in Texas. 
We anticipate an average 17% conversion rate yearly from aMCI to AD (Luis et al. 2003; Fischer et al. 2007). 

Sample Selection and Enrollment (5-years)

Gold standard: Combined 306-channel (MEG) and 128-channel wet-electrode EEG measurement in magnetically shielded 
room, using a whole-head MEG system (MEGIN Triux system).

Ambulatory: A 256-channel dry-electrode EEG (aEEG).

Brain Recordings

Functional brain networks

306-channel MEG 128-channel EEG 256-channel aEEG

NIH/NIA 
1RF1AG074204
2021-2026
John Mosher
Michael Funke
$2,050,969

Epileptologist team will identify and characterize EA in the MEG/EEG data
Epileptiform activity



Study which features contribute significantly to aging using the 
GNNexplainer, which identifies important subgraphs (network 
edges) and features (via a node mask) that contribute to 
model predictions.

Mengjia Xu Davide TabarelliHugo Ramirez

Cambridge Centre for Ageing and Neuroscience (Cam-CAN) dataset

Node attributes: Cortical thickness, 
Neuronal myelination

Fully hyperbolic 
GNN encoder

Adapt hyperbolic embedding pipeline to Cam-CAN dataset. 

Incorporate cortical thickness and neuronal myelination as 
node features into brain graphs.

Improve existing HGCN model: convert to fully hyperbolic 
(current models formalize computations in an intermediate 
tangent Euclidean space, which leads to instabilities and 
information loss).
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EA: Early Auditory
TPOJ: Temporo-Parieto Occipital Junction
DP: Dorsolateral Prefrontal
SP: Superior Parietal
PLMC: Paracentral Lobular and Mid Cingulate
ACMP: Anterior Cingulate and Medial Prefrontal
OPF: Orbital and Polar Frontal
IF: Inferior Frontal

PV: Primary Visual
MT_CNVS: MT+ Complex and Neighboring Visual Areas
DSV: Dorsal Stream Visual
EV: Early Visual
VSV: Ventral Stream Visual
SM :Somatosensory and Motor
Pre: Premotor
PC: Posterior Cingulate

PO: Posterior Opercular
IFO: Insular and Frontal Opercular
AA: Auditory Association
IP: Inferior Parietal
MT: Medial Temporal
LT: Lateral Temporal
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